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INTRODUCTION

Privacy is generally referred as “a state in which 
one is not observed or disturbed by others” (Ox-
ford Dictionary, 2010), and privacy management 
for pervasive technologies can be treated as an 
information security issue. Security experts have 

been advocating that information security should 
result from the alignment of the technical, business, 
and regulatory dimensions (Anderson, 2001), sug-
gesting an information risk management approach 
to let the user achieve the best security level ac-
cording to the environmental threats (Blakley et 
al. 2001). Therefore one should also look at how 
to manage the risk that privacy is not assured, 
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ABSTRACT

In this chapter we propose a decision support system for privacy management of context-aware tech-
nologies, which requires the alignment of four dimensions: business, regulation, technology, and user 
behavior. We have developed a middleware model able to achieve compliance with privacy policies within 
a dynamic and context-aware risk management situation. We illustrate our model in more details by 
means of a small prototype that we developed, and we present the current outcomes of its implementa-
tion to derive some pointers for the direction of future investigation.
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before looking at how to achieve privacy from a 
technical point of view.

Contingency theory is a class of behavioral 
theory that claims that the optimal course of action 
is contingent upon both the internal and external 
situations. Such theory postulates that impacts of 
environmental factors are systemic, rather than 
entirely situational. That fits the case of mobile 
payment services that differ between markets, in 
ways linked to their particular systems, for instance 
there are differences in payment technology in-
frastructure, regulation, laws, or habits. Therefore 
contingency theory can be used as a reference 
framework to assess the literature on mobile pay-
ment published in information system, electronic 
commerce, and mobile commerce journals, and 
conference proceedings (Dahlberg et al. 2007). 
It appears that a contingency factor (Changes in 
Technological Environment) has been intensively 
studied, two contingency factors (Changes in 
Commerce Environment and Changes in Legal, 
Regulatory, and Standardization Environment) 
have been addressed by not more than twenty 
articles, whereas one contingency factor (Changes 
in Social/Cultural Environment) was not treated 
in any article.

Literature on privacy risk management can be 
assessed using three contingency factors suggested 
by Anderson (2001): technology, business, and 
legal. To address the gap underlined by Dahlberg 
et al. (2007) we add a fourth dimension: the user’s 
perception of its environment.

Awareness of Changes in the 
Technology Environment

Technology awareness concerns the understanding 
of the technological options for privacy manage-
ment that are offered in a particular moment in time 
to the user. The link between pervasive computing 
and user’s privacy risk has been addressed by many 
researchers, mostly in the field of location privacy. 
In his literature review of computational location 
privacy Krumm (2009) claims that “location data 

can be used to infer much about a person, even 
without a name attached to the data.”(p. 4). Most 
applications focus on controlling access and use 
of user’s data, or they propose security algorithms 
to protect/obfuscate the communication of data 
between two users. Krumm (2009) lists a set of 
solutions for location computational privacy. For 
example “blurring” is a security algorithm, which 
ensures a certain degree of location privacy by 
using inaccurate or at least not so accurate loca-
tion information, in order to obfuscate the com-
munication of users. Another algorithm is “Access 
control”, which ensures that the sensitive data is 
only accessed by authorized people, in order to 
protect user’s information privacy.

Middleware development has been adapting 
to evolving technology, and in this sense we men-
tion a solution that deals with conflicting privacy 
policies (Capra et al., 2003) and another solution 
that uses an extended version of a privacy policy 
language that takes into consideration the time 
dimension (Hong et al., 2005).

In this paper we present the design of soft-
ware for decision support regarding privacy risk 
management for pervasive technologies, with a 
particular interest in context-aware applications, 
as described by Schilit et al. (1994) and Chen and 
Kotz (2000). Thus we aim at increasing the user’s 
acceptance of the privacy management system. 
The theoretical foundation can be found in the 
technology adoption model proposed by Davis 
(1989), which assess that user’s behavioral inten-
tion to adopt a system depends on the perception of 
usefulness and ease of use. Thus a context-aware 
privacy management system should protect the 
user’s data and it should reduce the number of 
actions requested to the user.

Awareness of Changes in the 
Commerce Environment

A stream of research called economics of security, 
which Anderson and Blakely’s research belongs 
to, has contributed in adopting economic concepts 
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like “game theory with incomplete information” 
and “behavioral economics” into IS risk man-
agement (e.g. Acquisti, 2003). Recognizing the 
importance of privacy management as a business 
process, and a business support process, the use 
of a context-awareness application casts privacy 
management into a business perspective with 
benefits and costs to either party in a process. This 
is especially relevant for communications opera-
tors as brokers, and for communication channels 
between content owners (individuals, businesses) 
and enterprise applications.

Privacy risk management is a situation where 
actors with diverging goals have a temporary in-
terest in cooperating and sharing information to 
increase mutual trust (Palen and Dourish, 2003). 
Nalebuff and Brandenburger (1997) describe 
this situation of cooperation and competition by 
means of five elements, which is used here as a 
general framework to assess the state of the art 
in academic literatures.

1. 	 Actors involved in the game: Location 
privacy can be modeled as a non-cooperative 
game among peers (Freudiger et al., 2009). 
In this case the phone user and her peers 
are identified as two selfish actors while 
the attacker is a third actor, whose goal is to 
obtain information about the phone user. The 
phone user and the peers have an interest in 
cooperating only once they get close enough 
to each other and can change pseudonyms 
in order to confuse the attacker. Extending 
the work of Hong et al. (2005) a fourth ac-
tor emerges, i.e. the service provider, for 
example a weather forecaster of the zone 
where the phone user is located, who wishes 
to establish a trusted relationship with his 
potential users (i.e. he does not want to be 
considered as an attacker). Yet few authors 
seem to have recognized the importance 
of the privacy system designer, even if his 
actions affect other actors and although his 
goals are not necessarily aligned with any 

of those previously mentioned. One might 
recall the statement by Palen and Dourish 
(2003) that privacy is the result of a set of 
dynamically evolving regulations between 
actors as their goals and level of trust change. 
Thus the way the system is designed might 
constrain the flexibility required by other 
actors.

2. 	 Added value of each actor: Palen and 
Dourish (2003) clearly identify the need for 
the phone user and her peers of a trade-off 
between the advantages of being visible to 
the others and the risk of exposure to an at-
tacker. In what concerns the attacker beside 
the evident trade-off between the risk of 
being caught and the advantages of steal-
ing personal data, Anderson (2001) notices 
how an attacker has fewer resources than the 
security professionals, but aims at finding 
only one unknown bug to get an immediate 
advantage. This issue impacts the privacy 
system designer too, since he might not be 
the one who pays for the consequences of 
the theft of private data. This lack of moral 
hazard could lead to a phenomenon known 
as “liability dumping”. On what concerns 
the service provider, one could expect him 
to look for the greatest number of potential 
phone users to reach with the least effort, 
and this could also be a case where the quest 
for network externalities (i.e. the search for 
more users to attract even more users) might 
be to the detriment of the security of private 
data. Again there is the possibility that the 
service provider could decide to act as an 
infomediary, i.e. an information intermediary 
(Hagel 3rd and Singer, 1999) that collects 
data from the phone users and the privacy 
system designer and dispatches aggregated 
data while employing best-practices for 
privacy management. Such data would be 
valuable both for the phone users and to the 
privacy system designer, and will reduce its 
value to the attacker.



288

A Dynamic Privacy Manager for Compliance in Pervasive Computing

3. 	 Rules of the game: On the one hand most 
authors agree on claiming that regula-
tions concerning privacy management for 
pervasive technologies are still vague and 
ambiguous. Citing Massey et al. (2010) 
“specifying legally compliant requirements 
is challenging because legal texts are com-
plex and ambiguous by nature” (p.119). 
This might be due to the hard task that 
aligning business, technological and legal 
expertise implies. On the other hand a good 
example of clear privacy policies that can be 
understood by humans and machine is the 
Privacy Preferences Platform as described 
by Reagle and Cranor (1999) and extended 
by Hong et al. (2005). On the technological 
side, many security technological solutions 
have been proposed and with the increasing 
computational power of mobile devices the 
number of offers is expected to grow expo-
nentially. Yet on the business and legal side 
it is not clear yet how much control should 
be imposed on the actors involved and how 
much dynamism should be allowed.

4. 	 Tactics for the players: Still to the best of 
our knowledge no author has dealt with the 
need of an evolution of the privacy system 
in the phone of the user, as a response of 
new ways to sense the environment and to 
enforce privacy policies. Among the security 
algorithm proposed for privacy protection 
Freudiger et al. (2009) have taken into ac-
count the problem of user’s selfishness in 
their pseudonym change algorithm, but no 
attempt to combine different tactics and to 
select dynamically one that fits best a de-
termined state of the environment has been 
done yet.

5. 	 Scope of the game: Regarding the scope of 
the interaction between actors, two dimen-
sions come up to our minds. The temporal 
dimension suggested by Hong et al. (2005) 
implies that the privacy system needs to 
evolve. For the data to be retained, while 

most authors focused on techniques to retain 
as little data as possible for as little time as 
needed, a quick consideration on the pos-
sible need in the future of data retention for 
regulatory compliance underlines the need 
of a middleware to mediate among differ-
ent requirements. A second dimension to be 
considered is the geographical analysis, i.e. 
the size of physical area to be assessed. For 
sake of simplicity we shall assume it to be 
a circle, whose radius is 50 meters for the 
GPS-enabled mobile device and 100 meters 
for a Wi-Fi enabled mobile device.

Awareness of Changes in the 
Regulatory Environment

Regulatory awareness concerns the continuous 
assessment of laws and standards that apply to 
a determined environment. From the regulatory 
point of view laws on data privacy are present 
in different business sectors and in different 
countries, leading to a complex multitude of 
overlapping and sometimes conflicting regulations 
that change over time, as described by Ponemon 
(2000). This commonly leads to ambiguity and 
to address that situation a standard privacy policy 
language, i.e. P3P (Reagle and Cranor, 1999) 
has been recommended by the World Wide Web 
Consortium. Although P3P has been criticized 
for its difficulty of implementation a stream of 
research has grown around it. Therefore we cite 
the recent work of Manasdeep et al. (2010), who 
propose a collaborative model for data privacy 
and its legal enforcement to support a relation-
ship of confidence between the operating system 
and the user’s data repository. Another approach 
would be to use the set of metrics derived from 
privacy regulations, which can be found in Her-
rmann (2007).
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Awareness of Changes in 
Social Environment

From the social point of view there are two levels 
of analysis which can be investigated. One could 
consider users’ behavior as an external contin-
gency factor that affects the privacy of a specific 
user, e.g. different cultures and countries are said to 
behave differently on what concerns privacy (e.g. 
Japanese are more likely to share data than Swiss 
users). Yet at the personal level user awareness 
is also an internal factor. Researches in human 
computer interaction have underlined this issue 
(e.g. Barkhuus, 2004), but little has been done 
to design a privacy risk management application 
which takes into consideration those behavioral 
studies that represent users as opportunistic and 
rationally bounded.

Most papers on privacy management implicitly 
assume a rational decision model, with the fol-
lowing characteristics:

•	 Sure-thing principle: This was first intro-
duced by the statistician Leonard Jimmy 
Savage (1954) and it states that a decision 
maker can rank all options in order of pref-
erence and choose the highest one in the 
ranking.

•	 Independence of tastes and beliefs: this 
assumption was proposed by the econo-
mists Roy Radner and Jacob Marshak 
(1954) and it states that the decision mak-
er’s tastes concerning the outcome of the 
different options are independent of the 
options itself, and that her beliefs about 
the likelihood about the different outcomes 
are independent of the corresponding out-
comes itself. In other words the decision 
maker is going to assess the outcomes and 
the likelihood of each option without any 
bias.

•	 Logical and adequate capacity for com-
puting: from the first two assumptions a 
third implicit assumption can be derived, 

i.e. that the agent should be logical and 
have potentially unlimited capacity of 
formulation.

Simon (1959) revised the rational decision 
model and relaxed the third assumption in his 
bounded rationality model. Indeed the logical 
approach to decision maker risk aversion does 
not imply risk neutrality. A rational user can be 
either risk neutral or risk averse. In the latter case 
the risk-averse user looks at the worst probable 
outcome (thereinafter indicated as “wpo”) for 
each option and then chooses the option with the 
greatest “wpo” among the list. Therefore let us 
assume that someone has to make a bet on one of 
two options. Option A can let him win €100 or lose 
€50, whereas option 2 lets him win €75 or lose 
€25. If he wants to avoid risk he will rationally 
bet on the option B, since it has the greater wpo 
(-€25 is greater than -€50).

Simon (1959) also relaxed the assumption 
concerning the potentially unlimited capacity of 
formulation. Facing high uncertainty humans can 
not deal with high degree of complexity and look 
for simplified models to assist them in making 
choices. Simon et al. (1987) have combined the 
concepts of bounded rationality and computational 
costs to introduce sub-optimal solutions that are 
called “satisfying”. According to this model a 
decision maker starts creating options and ranks 
them sequentially. Once a satisfactory result is 
found the decision maker stops searching for 
other options. This is a dynamic decision rule 
strategy that drops the other options, even if they 
might perform better, because the cost of search 
is greater than the gain in performance.

Radner (2000) has proposed a “truly bounded 
rationality model” that acknowledges the cost 
involved in decision making (observation, 
computation, memory, and communication) and 
addresses the challenges in ordering the options 
(inconsistency, ambiguity, and vagueness of the 
options, unawareness of other options that might 
rise in the future) using a Bayesian model. But 
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even such a model fails to determine the long-term 
outcomes of each option, making it hard to rank 
them properly.

On what concerns security management, Straub 
and Welke (1998) used the bounded rationality 
model to explain why managers take apparently 
irrational risk management decisions to minimize 
their perceived risk exposure. On what concerns 
perception Tversky and Kahneman (1974) have 
shown that people tend to seek for opportunity 
and avoid risk in an unbalanced way. Therefore 
users might have the tendency to underestimate 
their exposures to privacy risks, which are hard 
to be perceived in the physical world. Therefore 
a privacy management application should support 
the user by decreasing the cost of decision mak-
ing and by reducing the challenges in ordering 
the options. Otherwise the risk perceptions will 
be biased and the user is likely to be exposed 
involuntarily to risk.

From the literature review it seems that the 
user dimension has received little attention from 
the information system community. Hence we 
investigate the implications of user awareness for 
privacy management system design in more detail. 
In doing so we assume that privacy risk manage-
ment is a set of actions that the user expects his 
devices to perform dynamically in response to his 
perceived environment at a determined moment 
in time. Our research question arises accordingly:

What are the design characteristics of a privacy 
management system for an opportunistic and 
rationally bounded user using a context-aware 
mobile device?

In this study we follow a research design ap-
proach using the guidelines of Peffers et al. (2007). 
Thus the remainder of the paper is structured 
as follows: we start by briefly summarizing the 
methodology used in this study. Then we describe 
the design of our solution and how we came to 
develop it. After that we present a prototype, 
which we constructed according to our design 
and in conclusion we describe and illustrate a first 
evaluating session we performed with experts in 
the field.

METHODOLOGY

Based on the relevant literatures, we create an 
artifact in the form of a model (March and Smith, 
1995) to express the relationship between user 
benefit and the amount of personal data disclosed.

We adopt a design science research methodol-
ogy and we refer to existing guidelines for design 
theories (Gregor and Jones, 2007). The theories for 
design and action “give explicit prescriptions on 
how to design and develop an artifact, whether it is 
a technological product or a managerial interven-
tion” (Gregor and Jones 2007, p.233). Therefore 
we advance in three steps as illustrated in Figure 1.

Figure 1. From the theoretical model to the practical application of the design guidelines
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THEORETICAL FRAMEWORK

From the literature review we derive a set of 
constructs presented in Figure 2.

The first construct is technology awareness, 
which we define as the possibility for the mobile 
user to receive updates about the security solutions 
available on the phone currently used. We suggest 
measuring this construct using the number of 
technological updates sent to the user’s mobile 
device.

The second constructs concerns context aware-
ness, which we define as the possibility for the 
mobile user to receive updates about the privacy 
risk of the zone where she is currently located. We 
suggest measuring this construct using the number 
of sensor updates sent to the user’s mobile device.

The third construct is the regulatory aware-
ness, which we define as the possibility for the 
mobile user to receive updates about the best 
combination “security solution”-“privacy risk” 
according to security frameworks and laws. We 
suggest measuring this construct using the number 
of rule updates sent to the user’s mobile device.

The fourth construct concerns the user’s behav-
ioral intention to adopt the system and it is based 

on the theory of reasoned action of Fishbein and 
Ajzen (1975), whose explanatory power has been 
proved in the past by means of two metanalyses 
conducted by Sheppard et al. (1988).

The technology adoption model of Davis 
(1989) and its later extension called Unified 
Theory of Acceptance and Use of Technology of 
Venkatesh (2003) stated that a user’s perceived 
usefulness increases the user’s intention to use 
the system. User’s awareness of the security 
technologies available supports the realization of 
user’s identity protection. Therefore we claim that 
a user’s behavioral intention to adopt the system 
follows the user’s technological awareness in a 
linear way, as illustrated by Figure 3. Our first 
proposition can be expressed by the following 
formula:

(P1) User’s behavioral intention to adopt the 
system = a1 + b1*Technological_Updates + n1

Where “a1” is constant that represents the fact 
that the user would adopt the system even if it 
does not offer any technological awareness. “a2” 
is a positive coefficient representing the relation-
ship between the two constructs. “n1” is usually 

Figure 2. Our theoretical model
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used in linear regression models to represent the 
difference between our estimated values and the 
actual values that are measured in reality. This 
difference is a consequence of variables that are 
missing in our equation.

The technology adoption model of Davis 
(1989) and its later extension called Unified 
Theory of Acceptance and Use of Technology of 
Venkatesh (2003) also assess that a user’s per-
ceived efficiency increases the user’s intention to 
use the system. User’s awareness of the surround-
ing environment allows him/her to clearly decide 
what security technology to use and how to reduce 
waste of energy. We base this claim on the previous 
analysis of a user’s bounded rationality and the 
consequent need of simplification. Therefore we 
claim that a user’s behavioral intention to adopt 
the system follows the user’s context awareness 
in a linear way.

Our second proposition can be expressed by 
the following formula:

(P2) User’s behavioral intention to adopt the 
system = a2 + b2*Environment_Updates + n2

Where “a2” is another constant, “b2” is a 
positive coefficient and “n2” takes into account 
the estimated noise effect created by the variables 
missing in our equation.

The theory of trust, control and risk of Das 
and Teng (2001), which has been applied to 
information systems by Gallivan and Depledge 
(2003), describes how controls in place reduce the 
perceived risk and how that indirectly increases 
the user’s trust in the system. The perceived risk 
can be decomposed into two parts: (1) the risk 
that someone steals the user’s data, and (2) the 
risk that the system does not protect the data. 
The controls can be split into output controls 
(e.g. a log of all activities done on the mobile to 
identify intrusions), behavioral controls (e.g. the 
assessment of how a security algorithm works 
to protect the user data) or social controls (e.g. 
observing how surrounding people are behaving 
and are following the same norm).

User’s trust can be towards other people’s good 
intentions or towards the system capacity to protect 
the user’s data. According to this theory a user’s 
awareness of the regulatory environment allows 

Figure 3. User’s behavioral intention to adopt the system follows the user’s technological awareness 
in a linear way
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this person to understand the system’s controls to 
reduce the environmental risk, and that increases 
the user’s trust in the system and her intention to 
adopt it. We ground this claim on the previous 
analysis of user’s co-opting relationship with the 
surrounding mobile users and the consequent need 
for mutual trust. Therefore we claim that a user’s 
behavioral intention to adopt the system follows 
the user’s regulatory awareness in a linear way

Our third proposition can be expressed by the 
following formula:

(P3) User’s behavioral intention to adopt the 
system = a3 + b3*Regulatory_Updates + n3

Where “a3” is another constant, “b3” is a 
positive coefficient and “n3” takes into account 
the noise effect created by the variables missing 
in our equation.

SOLUTIONS AND 
RECOMMENDATIONS

Before passing to the technical implementations 
details of the framework, its business implications 
are worthwhile investigating.

Business Implications of our Model

Previous works regarding middleware for privacy 
management (Capra et al., 2003; Hong et al., 
2005) have positioned their middleware on the 
server of the service provider. From the business 
perspective, this approach allows the service pro-
vider to obtain compliance in respect to privacy 
regulations.

To give more data control ownership to us-
ers can lead to new value propositions, which in 
turn can defferentiate a firm from its competitor. 
A practical example of a firm that is currently 
gaining money from allowing the users to fine-
tune their privacy preferences is the case Allow 
Ltd described by Angwin and Steel (2011). This 

London-based company negotiates with market-
ers on the behalf of users and obtains good deal 
for the users’ data. The business opportunity rises 
from a proper context-regulation-technology 
model: in UK (context) the UK’s Data Protection 
Act (regulation) allows user to remove their data 
from marketers’ databases, by means of system 
(technology) that detects if the data was collected 
without user’s permission.

In addition that we suggest shifting the control 
of the privacy towards the mobile users, and that 
enables two additional value propositions:

•	 Greater performance for the privacy 
management system: in accordance to 
proposition 1 and 2 of our model the in-
tention to adopt the system of the user is 
expected to be greater. Therefore one could 
expect the mobile user to be willing to pay 
more for this kind of software.

•	 Greater trust in the service provider: in 
accordance to proposition 3 of our model 
the trust in the system, and indirectly in the 
service provider is expected to be greater. 
Therefore one could expect the service 
provider to gain from the trusted relation-
ship with the mobile user.

These types of business model considerations 
for mobile platforms have been already addressed 
in specific workshops, such as the business models 
for mobile platform (BMMP) workshop. In this 
sense Bonazzi et al. (2010) have presented a set of 
business models that allows different key players 
in the mobile business sector to gain money from 
privacy management. But that article misses to 
explain in details how to technically implement 
each business model. Therefore we wish to extend 
their business models by adding a set of design 
guidelines to our framework.
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Framework

Figure 4 shows the information flows among the 
four constructs of our framework illustrated in 
Figure 2.

We refer to the literature in decision making 
and use the process proposed by Straub and 
Welke (1998) to list the five steps of a security 
risk plan implemented by our system.

The first step is the recognition of security 
problem, defined by Straub and Welke (1998:450) 
as “the identification and formulation of problems 
with respect to the risk of IS security breaches or 
computer disaster”. In our case, the system gets 
awareness of the context by collecting data from 
its sensors (e.g. Wi-Fi, GPS, and Bluetooth).

The second step is risk analysis (defined by 
Straub and Welke, 1998), “the analysis of the 
security risk inherent in these identified problem 
areas; threat identification and prioritization of 
risks”. The system gathers the sensor data and 

assesses them using the updated roles database 
to assess the context data.

The third step is the alternatives generation 
(defined by Straub and Welke, 1998), “the gen-
eration of solutions to meet organizational needs 
specified during risk analysis”. A set of regulations 
might match the context. The profile that has the 
highest fit is automatically selected.

The fourth step concerns the decisions (defined 
by Straub and Welke, 1998), “matching threats 
with appropriate solutions; selection and priori-
tization of security projects”. For a given threat, 
the profile suggests a set of actions to be enforced.

The fifth step is the implementation (defined 
by Straub and Welke, 1998), “realizing the plans 
by incorporating the solutions into the on-going 
security of the organization”. The set of actions 
is enforced by the information infrastructure and 
the tuple time-sensor data-risk profile-actions 
enforced is recorded in a log by the system, for 
further compliance analyses.

Figure 4. Information flow to support risk management decisions
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A set of Scenarios Illustrating 
Privacy Risk Management 
on the Client-side

An information risk management approach in the 
context awareness lets the user achieve the best 
security level according to environmental threats 
she currently faces. The design solution envis-
aged makes use of state of the art technologies 
and constantly adapts to the environment to take 
a proactive stance against privacy risk.

We operationalize the construct of our model, 
as illustrated in Table 1.We obtain 2^n different 
scenarios, where n is the number of constructs in 
our model, and 2 is the value that each construct 
can get (0=Low or 1=High, see Table 2). For the 
sake of clarity, we briefly describe each scenario, 
and we link it to existing applications for the 
Android OS.

As the scenario number one does not concern 
any construct, we start with the second scenario. 
The second scenario describes the software that 
contains a set of profiles that have to be manu-
ally changed. Predefined rules are constantly 
updated from a central system. A log of user’s 
previous risk exposure can be seen to let the user 
enable/ disable the privacy functionalities. For 
this scenario, two applications for Android already 
exist: “Privacy Guard” and “The eye”. The third 
scenario describes the software that contains the 
information about the available optimal techno-
logical configuration to protect user’s privacy 
which is constantly updated from the central 
system. For this scenario, we have found the fol-
lowing applications for Android: “Mobile Secu-
rity™”, “Lookout Mobile Security”, “Antivirus 
Free”, “Norton mobile” and “AVG antivirus Pro”. 
The fourth scenario describes the software that 
combines the information of technological solu-

Table 1. Operationalization of variables for the scenarios 

Construct Variable

Context awareness Low: No information about your location
High: Information about the privacy risks of your current location is constantly updated

Technological aware-
ness

Low: No information about the available technological options available is given from the central system
High: Information about the available optimal technological configuration to protect your privacy are constantly 
updated from the central system

Regulatory aware-
ness

Low: No information about the option is given to you to configure the system
High: A set of predefined profiles is constantly updated and displayed to help you choose your privacy option. A 
log of your previous risk exposure levels can be seen to let you enable or disable the privacy functionalities

Table 2. Eight scenarios obtained by combining the three dimensions of our theoretical model 

Context awareness Technology awareness Regulatory awareness

Scenario 1 0 (Low) 0 (Low) 0 (Low)

Scenario 2 0 (Low) 0 (Low) 1 (High)

Scenario 3 0 (Low) 1 (High) 0 (Low)

Scenario 4 0 (Low) 1 (High) 1 (High)

Scenario 5 1 (High) 0 (Low) 0 (Low)

Scenario 6 1 (High) 0 (Low) 1 (High)

Scenario 7 1 (High) 1 (High) 0 (Low)

Scenario 8 1 (High) 1 (High) 1 (High)
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tion and regulation: information about the avail-
able optimal technological configuration to protect 
the user’s privacy is constantly updated from the 
central system. A set of profiles has to be manu-
ally changed. Predefined rules are constantly 
updated from a central system. A log of the user’s 
previous risk exposure can be seen to let you en-
able /disable the privacy functionalities. For this 
scenario, we have found the following application 
for Android: “MyAndroid protection 2.0”. The 
fifth scenario describes the software that contains 
the information about the privacy risks of the 
user’s current location and where this information 
is constantly being updated. For this scenario, we 
have found the following application for Android: 
“Glympse”. The sixth scenario describes the 
software that combines the information of context 
and regulation. For this scenario, we have found 
the following applications for Android: “Locale”, 
“Setting profiles full” and “Toggle settings”. The 
seventh scenario describes the software that com-
bines the information of context and technologi-
cal solution. For this scenario, we have found no 
application for android but web services exists: 
“General crime”, “Homicides” and “Victims”. 
The last scenario includes all of the above three 

constructs. However, we could not find a corre-
sponding application. Therefore in the rest of the 
paper we wish to explore the last scenario more 
in details. We start by illustrating two examples 
to distinguish the eighth scenario from the other 
seven, as illustrated by Figure 5.

Example 1: Sensors Analysis for 
Unknown Environments

Alice is a student at the University of Lausanne. 
She often uses her mobile phone to buy things 
online. In order to protect her privacy informa-
tion from the privacy attacks in her surrounding 
environment, she installed the software “Privacy 
Manager” on her mobile phone. This software 
allows Alice to define and configure her privacy 
preferences, such as degrees of risk, types of poten-
tial attacks and corresponding solutions to protect 
her private information. After the configuration, 
the software automatically detects the connection 
information of mobile devices around her via sen-
sor technologies on the phone. Once it identifies 
any unknown connections during her purchasing 
procedure, it responds by taking avoiding action 
to protect her privacy. For example, one day Alice 

Figure 5. The first example (on the left side) and the second example (on the right side)
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buys a book when she is in the university. “Privacy 
Manager” detects that there are many unknown 
connections around her current position. “Privacy 
Manager” reports it and adopts two technological 
solutions (blurring and access control) to protect 
her online purchasing. After lunch, Alice goes for 
a walk near the Leman Lake. She wants to book a 
train ticket with her mobile phone. Again, “Privacy 
Manager” detects that there is 1 unknown con-
nection. Here reporting a fake location (blurring) 
is not useful and it should be not implemented 
to save computational effort and battery energy. 
Thus “Privacy Manager” implements only “access 
control” to protect her information.

Example 2: Aggregated Historical 
Data for Known Environments

After class, Alice goes back home. “Privacy 
Manager” realizes it is a safe place according 
to Alice’s earlier set configuration and does not 
implement any protection actions. Now Alice is 
going to buy a CD online with her mobile phone. 
“Privacy Manager” allows her phone to connect 

to the web server and it gets historical data in this 
zone. This connection has been protected by the 
security firewall. By combining police database 
information and private users’ devices configura-
tion details, the privacy manager web service can 
send information to Alice’s mobile device about 
the privacy risk of the zone where she is located. 
Therefore “Privacy Manager” suggests to Alice to 
increase her privacy protection level since many 
mobile users have claimed to have had their mobile 
phones stolen in that neighborhood. Finally, Alice 
takes Privacy manager’s suggestion and adjusts 
the risk profile to the “Medium” accordingly.

Table 3 links the two examples to the data 
flow for decision support presented in figure 4. 
As previously said the security algorithms have 
already been implemented with success in mo-
bile applications. Therefore we shall present a 
prototype that illustrates how to enforce a set of 
security profile according to contextual privacy 
risk, which is assessed by means of data sensors 
collection and zone risk updates sent by a trusted 
third party.

Table 3. The five steps of risk management decision making in our two examples 

Exemple 1 – 
Part 1

Exemple 1 – 
Part 2

Exemple 2 – 
Part 1

Exemple 2 – 
Part 2

Step 1. recognition

Wi-Fi and Bluetooth sen-
sor data.

Wi-Fi and Bluetooth sen-
sor data.

Wi-Fi and Bluetooth sen-
sor data.

Wi-Fi and Bluetooth sen-
sor data. Zone informa-
tion from infomediary

Step 2. analysis
Many connections Few connections Many connections Many connections. Risky 

zone.

Step 3. alternatives

“Medium” profile is 
ranked as first, “Low” 
profile is ranked as 
second

“Low” profile is ranked 
as first, “Medium” profile 
is ranked as second

“Medium” profile is 
ranked as first, “Low” 
profile is ranked as 
second

“Medium” profile is 
ranked as first, “Low” 
profile is ranked as 
second

Step 4. decision

“Medium” profile is 
automatically chosen. 
“Blurring” and “access 
control” algorithms are 
chosen to obfuscate the 
user’s position and to 
protect user’s data

“Low” profile is auto-
matically chosen. “Ac-
cess control” algorithm is 
chosen.

None profile is imposed 
by the user. No security 
algorithm is chosen.

“Medium” profile is 
automatically chosen. 
“Blurring” and “access 
control” algorithms are 
chosen to obfuscate the 
user’s position and to 
protect user’s data

Step 5. implementa-
tion

“Blurring” and “Access 
control” are executed

“Access control” is 
executed

No security algorithm is 
executed

“Blurring” and “Access 
control” are executed
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IMPLEMENTATION

We implement a prototype of PRIVACY MANAG-
ER according to the design guidelines discussed 
earlier. The overall goal in designing PRIVACY 
MANAGER is to examine the feasibility of our 
approach and to understand the privacy issues 
possibly involved. We describe the prototype’s 
system architecture, the frameworks used, as well 
as the graphical user Interface. In doing so, we 
give implementation details for Symbian platform 
(Nokia), even though a prototype for Android 
platform has been developed as well.

System Architecture

Figure 6 shows the local privacy manager’s 
interaction with the components of the privacy 
architecture and the web service.

For the configuration of a user’s located pri-
vacy policies, we use a XML file to store user’s 
preferences on the phone. It allows the user to 
edit, create and delete their privacy policies at any 

time. Detecting the risk of environment is done 
by using the python socket architecture (Python 
Software Foundation, 2009); it provides the ser-
vice of interactive communications between the 
different sensors of technologies. The local IT 
privacy solutions can be accessed directly via the 
information requests of users.

The web service server receives and processes 
requests vis-à-vis the provider database, before 
requested data is sent back to the user via QtWeb 
Network Requests. The resultant information is 
finally transmitted by the web service to a user-
friendly GUI using HTML.

Implementation Details

The application PRIVACY MANAGER for 
Symbian platform is mostly written in C++, with 
the toolkit Nokia Qt, which is a cross-platform 
application and UI framework. It includes a cross-
platform class library, integrated development 
tools and a cross-platform IDE. Using this toolkit, 

Figure 6. System architecture
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the web-enabled application can be written and 
deployed across embedded operating systems.

The XML file stores all service provider infor-
mation, including the risk criteria given by present 
data, the context of current situation, as well as the 
corresponding proposed privacy policies.

For the online Web service, we utilized the PHP 
and a MySQL based framework, which facilitates 
the development of dynamic Web applications 
and allows for the exchange of information with 
web services.

On the client side, the Qt Network Request 
and Access Manager offers dynamic HTML with 

integration of Google Maps technologies, which 
provides localization and auto-update functions, 
as well as high performance risk degree parsing.

Graphical User Interface

The designed application aims at a clear layout 
and a high degree of user friendliness. For a 
complete review of the graphical user interface, 
in Figure 7, we focus on the design of the activity, 
information and interaction. For the user who is 
a first time user of this application, a welcome 
page is proposed and used for the configuration 

Figure 7. The Graphic User Interfaces: Configuration interfaces (top left corner); Sensor analysis inter-
faces (top right corner); Zone risk analysis interfaces (bottom left corner); Risk management interface 
(bottom right corner)
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of privacy policies, which explains the purpose 
and the content of the local risk degree, and its 
proposed privacy policies on related risk. From 
this starting page, the user has the option to define 
the degree of attack for each phone’s technology, 
for example the Bluetooth, Wi-Fi, GPRS and so 
on. Privacy policies are represented by a list that 
contains a large related security application which 
could be selected by the user to enforce the rule 
that fits the current risk degree. All the informa-
tion about the status change is stored in a file for 
future use of compliance checking against privacy 
policies. If a technology or related security ap-
plication is not listed in the privacy policies list, 
users can create a new one at any time. Once the 
local privacy policies are configured by the user, 
then the 3 main functions of application of the 
privacy manager are available for use.

Recalling Table 3 we illustrate how to imple-
ment the five steps of the decision support for 
privacy risk management. The first function offers 
a physical sensor that continuously collects diverse 
information from the environment. It keeps detect-
ing context information of the technologies of 
different devices around the user, in order to get 
an updated context degree of risk in real time, 
including the technology’s name, its MAC address 
and the specific identification, as well as the 
number of connections for each technology. In 
addition, each technology’s risk profile is calcu-
lated automatically to conform to the user’s risk 
degree configuration. The information of ranking, 
which represents the average of current risk be-
tween all of the technologies detected— is pre-
sented at the bottom of the screen.

The second function shows the information 
about zone risk, which includes 2 tasks: display-
ing the user’s current position and obtaining this 
position’s historical risk.

When clicking the button “Get location”, 
the phone component GPS (Global Positioning 
System) will be activated and get the user’s cur-
rent position, including the address information 
of that latitude and longitude. These position 

values finally are sent to a Web Service Server 
by PRIVACY MANAGER.

Reverse Geocoding (Google Inc., 2010) is a 
service of Google Maps available through our Web 
Server, which can be used to translate latitude and 
longitude information into an address. This feature 
is very important for interactions with the user, 
since positioning technologies provide coordinate 
information (i.e. “Latitude = 46.5222, Longitude 
= 6.583555”) which is not meaningful to the end 
user, and users provide location information in 
the form of an address (i.e. “UNIL Dorigny, 1015 
Chavannes-près-Renens, Switzerland”) which is 
not useful to software and positioning technolo-
gies. Reverse Geocoding bridges the gap between 
the end user and the positioning technology and 
enables user interaction with applications, as well 
as enabling the other types of services by sup-
plying location information to the software in a 
usable format. For the sake of simplicity, we did 
not implement a secure connection between the 
mobile device and the web server even though 
we adware of its importance.

In considering the usability aspects and by 
involving the users, the map user interface service 
is added in the Web server. This is the ability to 
display location information in the form of a map, 
including landmarks and routes, on the mobile 
phone screen. This service has various levels of 
control, we can add or remove certain related 
features on a map, such as add a polygon or show-
ing a significant marker on the map. Users will 
also be able to select different map views such 
as regular, satellite, and hybrid that are integrated 
on phone screen.

Focusing on a zone’s risk data sharing, the 
second button named “location risk” which is 
set up to allow the phone to contact our online 
web service to send the information regarding 
the user’s current located risk data to the Web 
Service Server This web server provides interface 
to users who authorize to access the application. 
A database is used to store all information about 
user’s risk. Then the web server will return to 
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the users a risk level which is calculated by the 
average in a similar area in real time (i.e. each 
10 minutes). And here the similar area is defined 
as a specified area, which is a circumference of 
a circle with its radius of 500 meters. Finally, the 
web service will deliver in return the average of 
the risk degree reported by others users in the same 
geographic area in an earlier period of time. In 
order to distinguish the degree of risk in a specific 
area, an alarm system is integrated, and by using 
different colors on the map to signify the degree 
of risk, for example, blue signifies low risk in this 
area and red signifies high risk.

The last function lists the average degree of 
risk obtained previously, including the sensors 
risk (risk value from Wi-Fi and Bluetooth) and 
the zone risk (risk value from current location). 
PRIVACY MANAGER calculates the average of 
sensor risk and zone risk, and provides the final 
risk value to help user make the decision, which 
will be used to execute the related security ap-
plications in order to deal with the current risk.

DISCUSSION

A first evaluation has been done within experts in 
Nokia, to whom the prototype has been presented. 
Although the idea has been accepted as innovative 
most of the feedback we received regarding future 
improvements concerned the user interface and 
the need to include in the prototype an example 
of a security enforcing policy.

A second evaluation of the prototype has 
been done within a small sample of mobile users 
to assess the software usability and the users’ 
intention to use it. We have conducted a pre-test 
of our prototype using ten volunteers in a con-
trolled environment. Since we cannot perform a 
benchmark with existing solutions, we opted for 
a scenario-based test as suggested by Rosson and 
Carroll (2002). The volunteers were asked to read 
the two parts of the scenario 8 presented in the 
previous section. Then they were asked to perform 

it using an Android mobile phone, on which the 
Privacy Manager prototype was installed. Since we 
did not fully implement the security algorithm we 
simulated that part. At the end of the experience 
the volunteers were asked to answer questions 
concerning technology acceptance taken from 
Vankestesh et al. (2003). The answers we obtained 
from the volunteers came as partially unexpected. 
Most users declared they liked the application and 
they found it useful but that they did not want 
to use it in their everyday life. It turned out that 
most users did not feel their privacy menaced and 
they did not want to be constrained by this kind 
of application. Yet the same users agreed they 
might have been exposed to privacy risks and they 
declared that if the application informs the user 
of the consequences of each privacy risk, then 
they would find it useful. Although the sample 
size does not allow any statistical interpretation, 
we are currently investigating more in details 
the underlying causes behind the test results. If 
they are due to an effect of adverse selection, as 
suggested by Anderson (2001), then this impacts 
the requirements for software development, since 
the application should protect and inform the user 
in the proper way. Moreover it could be that for 
high maintenance information system for security 
this statement is not always correct. This point is 
worth a further analysis, since it would have a 
significant impact on design requirements.

FUTURE RESEARCH DIRECTIONS

In the close future we are going to improve the 
prototype using the outcome of our preliminary 
test before testing it on a larger scale using the 
guidelines illustrated in Table 4. Yet we believe 
that by now our proposed design makes a contri-
bution since it is a first attempt at empowering 
the user with a system that allows him to manage 
the dynamically privacy risk according to his 
own preference and perceptions. Future research 
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directions that we envisage from our work are the 
following ones:

•	 Extending the model, e.g. adding more 
contingency factors: in this article we did 
not take into account other seminal re-
searches, like the five-force model of 
Porter (1998).

•	 Adding more business models for 
coopetitve users, e.g. for a distributed 
infomediary: as previously mentioned the 
informediary does not have to be a central-
ized entity. In the extreme case where all 
the computation is done among mobile us-
ers in a distributed fashion the infomedi-
ary business model might not work as de-
scribed here.

•	 Technical improvements for the proto-
type: a greater amount of effort could be 
spent analyzing the ways we could im-
prove the human-computer interaction. 
Security algorithms have to be translated 
in a common format to be processed by the 
application, although this has not be done 
here for technical limitations of the lan-
guage used. Each protection algorithm has 
its own limitations. We cite Krumm (2009) 
for a good review of their strengths and 
weakness, and we suggest reading Shabtai 
et al. (2010) for a security assessment of 
Android OS.

CONCLUSION

In this paper we have presented a model for 
decision support system regarding privacy risk 
management associated with pervasive tech-
nologies, which we believe is topic with growing 
importance in these days. Our research question 
focused on context-aware technologies used by a 
user that we assume as opportunistic and rationally 
bounded. Our theoretical model is the first to take 
into account the four contingency factors (busi-
ness, technology, regulation and user behavior) 
that impacts mobile privacy risk management. 
We illustrated how our theoretical model allows 
to benchmark all privacy management applica-
tions on the market and to extend such market 
towards a new type of software. The prototype we 
developed is the first middleware that combines 
a transparent and reflective approach, as well as 
a decentralized (sensor analysis) and centralized 
(zone risk analysis) risk management mechanism. 
We followed the methodology proposed by Pef-
fers et al. (2007) to structure our design research 
study, and we used the scenario-based approach of 
Rosson and Carroll (2002) during the development 
phase. We presented our results to an audience that 
was a balanced mix of technology-oriented and 
management-oriented experts at Nokia and we 
performed over a set of mobile users to assess their 
intention to adopt our new system. The guidelines 
for a new round of tests over a larger sample of 
users have been illustrated in the previous section.

Table 4. Testing guidelines 

Testable Proposition Testing guideline

P1: User’s awareness of the security technologies available supports the achievement 
of user’s identity protection in a linear way.

Measures how the increase of technology 
updates affects the user’s intention to adopt the 
system

P2: User’s awareness of the surrounding environment allows to clearly decide the 
security technology to use and reduce waste of energy

Measures how the increase of context updates 
affects the user’s intention to adopt the system

P3: user’s awareness of the regulatory environment allows to understand the systems 
controls to reduce the environmental risk, and that increase the user’s trust on the 
system and her intention to adopt it

Measures how the increase of regulatory 
updates affects the user’s intention to adopt the 
system
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This study has some limitations. As the de-
velopment of fully operational prototype is still 
ongoing we are currently limited in our results by 
the application that runs on the phone. However, 
we believe that our work is well aligned with those 
who believe that a risk management approach is 
required to assure information security, and that 
privacy management in pervasive computing is a 
complex and multidimensional issue that should 
be addressed taking into consideration time and 
place. Our contention is that our model is more 
flexible than previous ones, since it has been con-
ceived to be updated in time and to mitigate and 
record threats. Some interesting future researches 
are envisaged, which might involve privacy risk 
management in the sector of mobile payment, add-
ing more business models for competitive users, 
and technical improvements for the prototype.
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KEY TERMS AND DEFINITIONS

Bounded Rationality: A rational approach to 
decision, taking into consideration the player’s 
biases and cognitive limitations.

Context-Aware Technologies: A set of tech-
nical solutions that can sense the change in the 
environment and adapt accordingly.

Contingency Theory: A class of behavioral 
theory that claims that the optimal course of 
action is contingent (dependent) upon both the 
internal and external situations. Such theory 
postulates that impacts of environmental factors 
are systemic (=part of the system), rather than 
entirely situational.

Infomediary: an information intermediary that 
gathers data and dispatch aggregated analyses.

Middleware: A software layer that situates 
between the application and the network to pro-
vide powerful abstractions and mechanisms that 
relieve programmers from dealing with low-level 
details that can change in time.

Opportunism: The agent’s act of optimizing 
the personal payoff, no matter what occurs to 
other agents.

Privacy: a state in which one is not observed 
or disturbed by others.

Privacy Risk Management: the identification, 
assessment, and prioritization of risks caused by 
the collection and dissemination of user’s data.

Risk Aversion: A concept based on human 
behavior, according to which an agent tries to 
minimize its loss chance.

Regulatory Awareness: The continuous as-
sessment of laws and standards that apply to a 
determined/defined environment.


